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ABSTRACT

Artificial intelligence (Al) has emerged as a transformative paradigm, promising revolutionary
advancements in animal healthcare. Leveraging Al's unparalleled capacity for rapid data analysis
significantly enhances diagnostic precision and speed, thereby facilitating informed decision-making by
veterinarians. Predictive medicine powered by Al not only anticipates disease outbreaks but also enables
tracking zoonotic diseases and predicting individual health risks for animals. Al helps to generate
personalized treatment plans by analyzing genetic, environmental, and historical data. Remote
monitoring and telemedicine, empowered by Al, overcome geographical constraints and offer
continuous care, enabling veterinarians to track vital signs and intervene promptly. However, as Al
becomes integral to veterinary practice, ethical considerations surrounding data privacy, transparency,
and responsible Al use are crucial. This review explores the scope of Al in enhancing research and drug
development, highlighting its ability to improve the discovery process and contribute to novel therapeutic
interventions. It emphasizes the necessity of maintaining a delicate balance between Al-driven automation
and the expertise of veterinary professionals. As the veterinary community moves toward embracing
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the transformative potential of Al, this comprehensive examination provides valuable insights
into the current scenario. It discusses the challenges, opportunities, implications, and ethical
considerations that shape the future of Al in veterinary science.

1 Introduction

The field of veterinary science has traditionally relied on empirical
observations, clinical expertise, and diagnostic tests to diagnose
and treat animal diseases (Perera et al. 2022). While these methods
have served veterinarians well for centuries, the rapid progression
of technology over the years has opened up new possibilities for
enhancing veterinary care (Ogilvie and Kastelic 2022). One such
technological advancement is artificial intelligence (Al), which
utilizes various computational techniques enabling machines to
replicate human cognitive functions such as decision-making and
problem-solving (Sarker 2022). Al has already improved various
sectors, including healthcare, entertainment, finance, and
transportation (Davenport and Kalakota 2019).

In veterinary science, Al holds immense scope to revolutionize
treatment and diagnostics modalities and overall patient care
(Appleby and Basran 2022). With the world becoming
progressively interconnected and reliant on data-driven
processes, integrating Al technologies promises to unlock new
insights, enhance efficiency, and improve outcomes in veterinary
practice (Appleby and Basran 2022; Akinsulie et al. 2024). The
application of Al in veterinary medicine includes a wide range of
areas, including genetic analysis, treatment planning, drug
discovery, and personalized medicine (Akinsulie et al. 2024).
Machine learning (ML) algorithms, deep learning (DL)
networks, natural language processing (NLP), and computer
vision techniques are among the many Al tools that are being
leveraged to analyze vast amounts of veterinary data, extract
meaningful patterns, and generate actionable insights (Sarker
2021a, 2021b; Sharma et al. 2021).

While the potential benefits of integrating Al into veterinary
medicine are considerable, numerous issues must be addressed to
harness its full potential effectively (Akinsulie et al. 2024,
Bellamy 2023). Data availability and quality stand out as primary
challenges. While vast amounts of data are generated in
veterinary practice, including patient records, diagnostic test
results, and imaging studies, much remains fragmented,
unstructured, or stored in incompatible formats (Cravero et al.
2022; Paynter et al. 2021). Additionally, variations in data
quality and completeness can hinder the development and
performance of Al algorithms, as they rely heavily on high-
quality, standardized data for training and validation (Aldoseri et
al. 2023). The cost of implementing Al technologies poses
another significant barrier (Javaid et al. 2023; Neethirajan 2023).
Developing and deploying Al-powered solutions in veterinary

practice requires substantial financial investment in hardware,
software, training, and infrastructure, which may limit its access
at the field level (Javaid et al. 2023).

Ethical considerations also loom large in integrating Al into
veterinary medicine (Mennella et al. 2024). Data security, patient
privacy, and informed consent concerns must be addressed to
ensure that Al-driven systems adhere to ethical principles and
respect the rights and welfare of animal patients and their owners
(Gerke et al. 2020). Additionally, issues surrounding algorithmic
bias, fairness, and accountability demand attention to prevent
unintended consequences and ensure equitable access to veterinary
care. Regulatory oversight is another critical aspect of Al
integration in veterinary practice. Regulatory agencies must
develop precise guidelines for validating and establishing Al
technologies in veterinary medicine (Bellamy 2023; Mennella et
al. 2024). These regulations should address data safety, privacy,
and transparency to protect animal patients, their owners, and
veterinary professionals (Mennella et al. 2024). Moreover,
effective collaboration between veterinarians, data scientists, and
technology developers is essential to overcome these challenges
and tailor Al solutions to veterinary practice's unique needs and
challenges (Bellamy 2023; Mennella et al. 2024). By fostering
interdisciplinary  partnerships and  knowledge exchange,
stakeholders can leverage their expertise to develop Al-driven
tools and applications that address specific clinical needs and
improve the overall quality of veterinary care (Yelne et al. 2023).

The rapid advancement of Al has permeated diverse sectors, and
its transformative impact is increasingly evident in veterinary
science (Appleby and Basran 2022). The integration of Al
promises to revolutionize the field, offering innovative solutions,
efficient diagnostics, and personalized treatments (Akinsulie et al.
2024; Appleby and Basran 2022). This paper explores the
transformative prospects of Al in veterinary science, highlighting
recent advancements and future directions in the field. By
synthesizing the latest research findings and industry
developments, this paper highlights the current scenario of Al-
driven veterinary medicine and envisions the future trajectory of
this rapidly evolving field.

2 Artificial intelligence, machine learning, and deep learning

Al represents a shift in computing where machines are endowed
with capabilities traditionally associated with human intelligence
(Xu et al. 2021). It involves various techniques and technologies to
enable computers to perform tasks that usually require human
intelligence (making decisions, identifying data patterns, and

Journal of Experimental Biology and Agricultural Sciences
http://www.jebas.org



299

experience-based learning (Najjar 2023; Xu et al. 2021). Al
systems are classified into two main categories: Narrow Al, which
performs specific tasks, and General Al, which exhibits human-
like intelligence in different domains (Elahi et al. 2023). While
General Al remains a theoretical concept, Narrow Al has
widespread adoption in various applications, including virtual
assistants, recommendation systems, and image recognition
algorithms (Xu et al. 2021).

ML represents a subset of Al dedicated to crafting algorithms
and statistical models. These models empower computers to
obtain insights from data, making decisions autonomously
without the need for programming (Sarker 2021b). ML
algorithms learn from example data, known as training data, and
iteratively improve performance through experience (Taye
2023). ML has found applications in diverse fields, including
healthcare, finance, e-commerce, and autonomous vehicles
(Jiang et al. 2020a).

DL concentrates on neural networks comprising numerous layers,
known as deep neural networks (Najjar 2023). These DL
algorithms can autonomously acquire hierarchical data
representations from raw inputs, obviating the necessity for manual
feature engineering (Taye 2023). CNNs, RNNs, and GANSs are
some of the most widely used architectures in DL (Alzubaidi et al.
2021). DL has attained notable success in various tasks,
particularly in image recognition, NLP, speech recognition, and
autonomous driving, surpassing human performance in certain
domains (Alzubaidi et al. 2021; Sharma et al. 2021).

3 Diagnostics and disease prediction

Al-driven diagnostic tools represent a revolutionary advancement
in veterinary science, leveraging the ability to process vast datasets
encompassing diverse information such as medical records,
diagnostic imaging, and genetic profiles (Akinsulie et al. 2024;
Bellamy 2023). The integration of Al in diagnostics has
noteworthy advantages beyond accelerating the diagnostic process
(Bouhali et al. 2022; Hespel et al. 2022). Al algorithms excel in
swiftly analyzing intricate datasets, providing veterinarians with
near-instantaneous insights into the health status of animals. This is
valuable in critical situations requiring quick decision-making
(Akinsulie et al. 2024; Alowais et al. 2023). The precision
achieved by Al-driven diagnostics is unparalleled. By scrutinizing
numerous data points with high accuracy, these tools contribute to
more nuanced and accurate diagnoses (Johnson et al. 2021). This
heightened precision minimizes the margin of error in identifying
health issues, enabling veterinarians to formulate precise treatment
plans (Johnson et al. 2021; Najjar 2023). Al systems can
seamlessly integrate various types of information, including
medical histories, diagnostic images, and genetic data(Aldoseri et
al. 2023). This holistic approach ensures that veterinarians

Sharun et al.

understand an animal's health comprehensively, allowing for more
informed decisions regarding treatment and care.

Al detects subtle anomalies in diagnostic images and genetic
markers, enhancing early disease detection capacity (Bouhali et al.
2022; Dumortier et al. 2022; Nyquist et al. 2024). This early
identification is pivotal in initiating timely interventions,
potentially preventing the progression of diseases or enabling more
effective management strategies. Al-driven diagnostics identify
health issues and contribute to personalized treatment
recommendations (Johnson et al. 2021; Leary and Basran 2022).
By considering individual variations in genetic makeup and
response to therapies, these tools assist veterinarians in tailoring
treatment plans that are more likely to vyield positive
outcomes(Nosrati and Nosrati 2023). One of the remarkable
features of Al is its ability to continuously learn and improve its
diagnostic capabilities (Hespel et al. 2022). As these systems
encounter more cases and receive feedback from veterinary
professionals, they become even more adept at identifying patterns
and making accurate predictions (Schofield et al. 2021; Yoon et al.
2018). Al-driven diagnostics have the potential to enhance
accessibility to advanced veterinary care (Alowais et al. 2023). By
streamlining diagnostic processes, these tools can reduce cost,
making advanced diagnostics more affordable and widely
available, ultimately benefiting a larger population of animals.

The utilization of Al in diagnostic imaging is poised for significant
growth, driven by the digitization of medical data and
advancements in Al technology (Cohen and Gordon 2022).
Clinical diagnostic imaging encompasses various technologies,
including radiography, ultrasound, MRI, CT, and nuclear medicine
(Bouhali et al. 2022; Pereira et al. 2023). With the widespread
adoption of digital imaging technologies, vast amounts of digital
data are generated from these modalities and their corresponding
reports (Alhasan and Hasaneen 2021). Radiography, which
involves using X-rays to generate internal structure images of the
body, has transitioned from traditional film-based imaging to
digital radiography (Bansal 2006). Digital radiography systems
produce high-resolution images that is stored, transmitted, and
analyzed using Al algorithms (Alhasan and Hasaneen 2021; Bansal
2006). Similarly, ultrasound imaging, which utilizes sound waves
to visualize internal organs and tissues, has evolved with the
development of digital ultrasound machines (Carovac et al. 2011).
These machines generate digital images that can be processed and
interpreted using Al-based image analysis algorithms (Figure 1 and
2) (Alhasan and Hasaneen 2021). CT and MRI are advanced
imaging modalities that provide cross-sectional images of the
internal structures (Paudyal et al. 2023). Digital CT and MRI scans
produce volumetric datasets that contain a wealth of information
about anatomical and pathological features (Bouhali et al. 2022;
Paudyal et al. 2023). Al algorithms can analyze these datasets to
assist radiologists in detecting abnormalities, quantifying disease
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Figure 1 A schematic workflow diagram demonstrating the integration of Al into radiological practice. Al has catalyzed a transformative
shift within radiology, reshaping conventional workflows and enhancing the role of radiologists. Reproduced from (Najjar, 2023) under
CC BY license.

severity, and predicting treatment outcomes (Cohen and Gordon
2022). Nuclear medicine imaging techniques, such as SPECT and
PET, involve using radioactive tracers to visualize metabolic
processes and detect abnormalities at the molecular level. Digital
nuclear medicine images can be processed and analyzed using Al
algorithms to improve diagnostic accuracy and facilitate
personalized treatment planning. The digitization of medical
imaging data and reports has created opportunities for Al to
enhance clinical diagnostic practices across various imaging
modalities (Bouhali et al. 2022; Pereira et al. 2023). Al algorithms
can automate image analysis tasks, identify specific patterns and
issues in imaging data, and provide quantitative assessments of
disease severity (Pereira et al. 2023).

The rapid progress in Al technology and computational capabilities
has spurred the creation of a multitude of automated solutions for
livestock monitoring (Jiang et al. 2020b; Siachos et al. 2024).
Among these innovations are sophisticated systems employing Al
algorithms explicitly designed to detect lameness in farm animals
(Jiang et al. 2020b). To conduct comprehensive gait analysis, these
cutting-edge systems utilize various tools and techniques,
including accelerometers, radar sensors, body weight trackers,
acoustic analysis, and advanced computer vision technology
(Siachos et al. 2024). Al-driven diagnostic tools, powered by
sophisticated algorithms, possess an unparalleled capacity to
evaluate vast datasets, including diagnostic imaging records

(Pereira et al. 2023). Their excellence in identifying intricate
patterns and trends goes beyond mere diagnostic acceleration,
extending to predictive capabilities (Dumortier et al. 2022; Yoon et
al. 2018). Through analyzing historical data and ongoing health
trends, Al algorithms can predict and forecast potential disease
outbreaks in animal populations (Cravero et al. 2022). This
foresight allows veterinary professionals to implement vaccination
campaigns or quarantine protocols to contain and mitigate the
impact of infectious diseases (de Melo et al. 2020; Nyquist et al.
2024).

Zoonotic diseases pose significant public health risks (Elsohaby
and Villa 2023). Al predictive models can track the spread of such
diseases, identifying potential hotspots and vulnerable populations
(Ganasegeran and Abdulrahman 2019). This information is
invaluable for implementing proactive measures to prevent cross-
species transmission and protect animal and human health. Al-
driven tools can assess animal health risks based on various
factors, including genetic predispositions, environmental
exposures, and lifestyle (Ezanno et al. 2021; Kamel Boulos et al.
2019). This personalized approach enables veterinarians to
anticipate potential health issues in specific animals, facilitating
early interventions and tailored preventive care plans (Ezanno et al.
2021). The predictive capabilities empower veterinary professionals
to adopt a proactive approach to animal healthcare (Alowais et al.
2023; Johnson et al. 2021). By anticipating health risks and potential
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Not a dog

Figure 2 (A) lllustration depicting the artificial neural network architecture, with the pixels of a digital image of a dog serving as input. The
network comprises four hidden layers and offers two potential outputs: "dog" or "not dog." Nodes are organized in layers and connected
through connections, with weights denoted by the letter W (W1, W2, and Wi); (B) Depiction of the transfer learning process, where a portion
of the weights from a CNN trained to analyze non-medical images is leveraged within a CNN tasked with classifying radiographs.

Reproduced from (Pereira et al., 2023) under CC BY license.
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complications, veterinarians can implement preventive strategies,
such as targeted screenings, dietary adjustments, and lifestyle
modifications, to maintain and enhance the overall well-being of
animals (Appleby and Basran 2022; Guitian et al. 2023). The
University of Calgary has developed a specialized data extraction
software called the UCDEP (Anholt et al. 2014). This software has
been designed to extract and store electronic health records (HER)
from veterinary practices participating in the program. The primary
goal of UCDEP is to make these medical records readily available
for disease surveillance and to facilitate knowledge generation for
evidence-based practice in veterinary medicine (Anholt et al.
2014). Al predictive models can continuously monitor and analyze
such databases in real-time.

The effectiveness of surveillance systems for animal and zoonotic
diseases hinges on completing a wide array of tasks, many of
which can benefit from applying ML algorithms. Similar to other
domains, the utilization of ML in surveillance has experienced
significant growth in the last decade (Guitian et al. 2023). This
expansion is mainly attributable to datasets' availability,
advancements in data analysis techniques, and increased
computational capabilities. ML algorithms are now being
employed to tackle previously unfeasible tasks, including
identifying underlying patterns within extensive datasets derived
from ongoing streams of abattoir condemnation records (Guitian et
al. 2023). Furthermore, DL techniques facilitate the identification
of lesions in images captured during the slaughtering process,
while the analysis of free text within EHR from veterinary
practices enables sentinel surveillance (Guitian et al. 2023).
Beyond these novel applications, ML augments tasks traditionally
reliant on statistical data analysis. While statistical models have
traditionally been used to deduce relationships between predictors
and diseases for risk-based surveillance, there is a growing trend
toward employing ML algorithms for disease prediction and
forecasting (Guitian et al. 2023). This shift toward ML-based
prediction and forecasting enhances the precision and efficiency of
surveillance efforts and enables more targeted interventions.

A system was developed to discern the presence of respiratory,
gastrointestinal, or urinary pathology within necropsy reports
(Bollig et al. 2020). Various ML algorithms, including DL were
assessed for their performance in this task. This approach
represents a novel ML application for syndromic surveillance
utilizing necropsy reports (Bollig et al. 2020). The developed
model was then applied to a dataset comprising over 33,000
necropsy reports spanning 14 vyears. This analysis revealed
temporal and spatial patterns of diseases, providing valuable
insights into epidemiological trends (Bollig et al. 2020). Notably,
the model identified a potential cluster of gastrointestinal diseases
from a single submitting producer in 2016, highlighting its utility
in detecting and tracking disease outbreaks within veterinary
populations (Bollig et al. 2020).
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Confirmatory diagnosis of Cushing's syndrome (CS) can be
challenging in dogs, necessitating exploring novel diagnostic
approaches (Carotenuto et al. 2019). Four ML algorithms were
employed to predict the likelihood of a future diagnosis of CS
(Schofield et al. 2021). Utilizing structured clinical data from the
VetCompass program in the UK, dogs flagged as suspected cases
of CS were analyzed and categorized based on their final diagnosis
in records (Schofield et al. 2021). The models incorporated clinical
and demographic features available at initial suspicion by attending
veterinarians. Remarkably, the ML methods demonstrated the
ability to accurately classify recorded diagnoses of CS, exhibiting
robust predictive performance (Schofield et al. 2021).

Significant efforts have been dedicated to developing computer-
based decision support tools to aid veterinary clinicians across
various aspects of patient care (Hennessey et al. 2022). Such
applications enhance the accuracy of medical diagnoses and
ultimately improve patient outcomes (La Perle 2019). While ample
supporting evidence exists for the former assertion, the latter
remains a more challenging endpoint to assess comprehensively
(Awaysheh et al. 2019; La Perle 2019). As these tools become
increasingly integrated into veterinary pathology, evidence-based
outcome assessments will be possible, shedding further light on
their true efficacy in clinical practice (Awaysheh et al. 2019;
Zuraw and Aeffner 2022). Following the training of ML models,
they function collaboratively with pathologists to enhance
diagnostic outcomes (Zuraw and Aeffner 2022). By leveraging the
vast amounts of data available, these models provide insights and
support to pathologists during the diagnostic process (La Perle
2019). ML algorithms refine their predictions through continuous
interaction and feedback loops, leading to accurate and reliable
results (Awaysheh et al. 2019; La Perle 2019). Additionally, these
models can assist in identifying subtle patterns not be apparent to
human observers, thereby augmenting the diagnostic capabilities of
pathologists (La Perle 2019).

In assessing tumor grading schemes, the manual count of mitotic
figures holds significant importance, serving as a critical parameter
in evaluating tumor aggressiveness (Ibrahim et al. 2022). However,
the accuracy of this assessment can be influenced by the selection
of the tumor region having the highest mitotic activity, which may
vary due to the uneven distribution of mitotic figures (Aubreville et
al. 2020). Three DL-based methods (indirect approach to predict
mitotic figure segmentation map, directly estimating mitotic
figures, and detecting mitotic figures as objects) were evaluated for
their effectiveness in assessing the highest mitotic density.
Surprisingly, the predictions made by all models surpassed those of
expert pathologists on average (Aubreville et al. 2020). Particularly
noteworthy was the two-stage object detector performance that
consistently outperformed most human pathologists across the
different tumor cases (Aubreville et al. 2020). This underscores the
remarkable capabilities of DL algorithms in detecting the most
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mitotically active regions within tumors (Aubreville et al. 2020).
This suggests the potential for integrating these advanced
technologies into clinical practice to enhance the efficiency and
accuracy of tumor grading processes.

An Al-based software program (AISP) designed to detect dental
issues in dogs and cats was evaluated compared to human evaluators
(Nyquist et al. 2024). Pathologies were assessed, including periapical
lucency, furcation bone loss, resorptive lesions, retained tooth roots,
attachment loss, and tooth fractures. Inter-rater reliability showed
good to excellent agreement among all parties, indicating the AISP's
comparable performance to human evaluators in detecting specified
pathologies (Nyquist et al. 2024). The sensitivity and specificity of
the AISP were evaluated. The results showed low sensitivity and
high specificity, indicating a tendency for false negatives. This raises
concerns about its initial screening tool efficacy (Nyquist et al.
2024). However, the AISP demonstrated a low rate of false positives,
indicating utility as a supplementary tool, enhancing diagnostic
accuracy rather than serving as a standalone diagnostician (Nyquist
et al. 2024). This technology could augment dental radiography
utilization and diagnostic capabilities with proper understanding and
integration into veterinary practice.

DL in veterinary science represents a promising avenue, mainly in
computer-aided detection using CNNs. One such application
focuses on detecting abnormalities from cat lateral thoracic
radiographs (Dumortier et al. 2022). Thoracic radiography is a
fundamental diagnostic tool in small animal medicine, offering
valuable insights into pulmonary health through analyzing
radiographic pulmonary patterns. Despite significant strides in DL
for veterinary imaging, a notable gap remains in developing CNNs
tailored to detect radiographic pulmonary patterns from thoracic
radiograph images (Dumortier et al. 2022). This represents a
crucial area of investigation, given the importance of accurate and
timely diagnosis in veterinary medicine, particularly in identifying
pulmonary abnormalities in veterinary patients (Dumortier et al.
2022). By leveraging CNNs, we can enhance diagnostic accuracy
and efficiency, ultimately improving patient care and outcomes in
veterinary practice.

In another study, three DL networks with multiple pretraining
strategies aimed to predict different primary thoracic lesions in
canine and feline patients from thoracic radiographs (Boissady et
al. 2020). Lesions included left atrial enlargement, tracheal
collapse, pneumothorax, alveolar patterns, and pulmonary masses.
Following pretraining, the algorithms underwent specific training
using over 22,000 thoracic veterinary radiographs, each
accompanied by an expert veterinary radiologist's report as the
standard (Boissady et al. 2020). Error rates for each observer were
calculated for the 15 labels and subsequently compared. The
network's overall error rate significantly outperformed unaided
veterinarians and those aided by the network (10.7% vs 16.8% vs
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17.2%, respectively) (Boissady et al. 2020). Notably, the network
performed significantly better detecting cardiac enlargement and
bronchial patterns. The evaluated network solely aids lesion
detection and does not provide diagnostic conclusions (Boissady et
al. 2020). Considering its commendable performance, this
technology could serve as a valuable aid for general practitioners
while awaiting a radiologist's report, potentially expediting
diagnostic processes and improving patient care.

Researchers have also applied a DL and Al technique to analyze
thoracic radiographs of dogs for diagnosing left atrial enlargement
and compared it to the interpretations of veterinary radiologists (Li et
al. 2020). A total of 792 radiographs were utilized to train and test a
CNN algorithm (Li et al. 2020). The sensitivity and specificity were
subsequently assessed with those determined by the experts. In
comparison, sensitivity and specificity obtained by expert veterinary
radiologists were identical, standing at 82.71%, 68.42%, and
87.09%, respectively (Li et al. 2020). While the accuracy of both the
accuracy-driven CNN algorithm and radiologists was almost similar,
their concordance reached an impressive 85.19%, indicating a higher
agreement between the two approaches (Li et al. 2020).

Similarly, researchers examined the efficacy of an Al algorithm
(Vetology AI®) for identifying pleural effusion in canine thoracic
radiographs (Mdller et al. 2022). The algorithm classified images
into those with and without pleural effusion (Maller et al. 2022).
The Al achieved an accuracy rate of 88.7% in detecting pleural
effusion, with sensitivity and specificity levels at 90.2% and
81.8%, respectively (Miller et al. 2022). Utilizing this technology
in evaluating radiographs presents promising prospects and merits
additional exploration and validation through further investigation
and testing. The effectiveness of Vetology Al® was also evaluated
for identifying pulmonary nodules in canine thoracic radiography
(Pomerantz et al. 2023). Positive cases were validated through CT,
cytology, or histopathology, confirming pulmonary pathology.
Among the confirmed cases, the Al software successfully detected
pulmonary nodules or masses in 31 out of 56 instances (Pomerantz
et al. 2023). Additionally, it accurately classified 30 out of 32
control cases. The Al model demonstrated an accuracy of 69.3%,
balanced accuracy of 74.6%, sensitivity of 55.4%, and specificity
of 93.75% (Pomerantz et al. 2023). These results indicate
promising potential for the Al software in detecting pulmonary
pathology, with notable sensitivity and specificity values.

Likewise, researchers assessed the accuracy of Al-powered
software in diagnosing canine cardiogenic pulmonary oedema.
Results revealed impressive metrics, with the Al-based software
achieving 92.3% accuracy, 91.3% sensitivity, and 92.4%
specificity compared to radiologist diagnoses (Kim et al. 2022).
These findings advocate for integrating Al software screening in
evaluating thoracic radiographs for dogs suspected of having
cardiogenic pulmonary oedema. This approach is valuable in
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aiding short-term decision-making, particularly when access to a
radiologist is limited or unavailable (Kim et al. 2022). A
computer-aided detection device employing CNNs was
developed to identify cardiomegaly from right lateral chest
radiographs in dogs (Burti et al. 2020). The diagnostic accuracy
of four distinct CNN models in detecting cardiomegaly was
assessed, revealing that all tested models exhibited high
diagnostic accuracy (Burti et al. 2020). This suggests that CNNs
have the potential to aid veterinarians in the detection of
cardiomegaly in dogs from plain radiographs.

Another study has investigated the viability of BOF and CNN for
computer-aided detection. It compared their efficacy to differentiate
normal from abnormal thoracic radiographic findings of dogs (Yoon
et al. 2018). Across testing sets, both models exhibited accuracy
ranging from 79.6% to 96.9%. Notably, CNN demonstrated superior
accuracy (92.9-96.9%) and sensitivity (92.1-100%) compared to
BOF (accuracy: 79.6-96.9%, sensitivity: 74.1-94.8%) (Yoon et al.,
2018). BOF and CNN promise to enhance work efficiency through
double reading (Yoon et al. 2018). In another study, a deep CNN
was trained to identify medial retropharyngeal lymph nodes using a
small dataset comprising CT scans of canine heads (Schmid et al.
2022). The findings suggest that these architectures can effectively
segment anatomical structures within complex and breed-specific
regions like the head, potentially even with limited training sets
(Schmid et al. 2022). However, veterinary radiologists exhibited a
statistically lower error rate than CNNs (Adrien-Maxence et al.
2022). Some CNNs showed superiority over veterinary radiologists,
indicating potential (Adrien-Maxence et al. 2022). This addresses
several questions the current study raises to standardize Al and
enhance patient care (Joslyn and Alexander 2022; Lungren and
Wilson 2022).

In the context of time constraints physicians face during patient
consultations, integrating automated systems can significantly
expedite diagnostic processes while ensuring accuracy. Presently,
many such systems rely on supervised DL methodologies.
However, a significant drawback of these approaches is their
reliance on extensive datasets with labeled data (Celniak et al.
2023). Acquiring such datasets is often challenging and resource-
intensive in terms of time and financial investment. In response to
this challenge, a recent study proposed a novel solution to improve
classification accuracy while minimizing the dependency on large
labelled datasets (Celniak et al. 2023). This methodology leverages
knowledge transfer from self-supervised learning methods across
species and pathologies. By harnessing inter-species self-
supervised learning techniques, this approach facilitated the
extraction of valuable insights from diverse datasets, thereby
enhancing classification scores (Celniak et al. 2023). This
innovative approach addresses the limitations associated with
traditional supervised learning methods and offers a more efficient
and cost-effective alternative for developing automated diagnostic
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systems (Celniak et al. 2023). Through knowledge transfer from
various sources, our solution has the potential to revolutionize
diagnostic processes, enabling clinicians to make faster yet reliable
diagnoses (Celniak et al. 2023).

Al algorithms, when applied to predictive modelling, can assist in
optimizing treatment plans for individual animals (Zhang et al.
2024). By considering the predicted response to different therapeutic
interventions based on historical data and case studies, veterinarians
can tailor treatment approaches, improving efficacy and minimizing
potential side effects (Lungren and Wilson 2022; Paudyal et al.
2023). Al's predictive modelling extends to population-level health
management (Shaban-Nejad et al. 2018). Veterinary authorities can
use these tools to assess and address the health needs of entire animal
populations, guiding resource allocation, disease prevention
strategies, and public health initiatives (Guitian et al. 2023; Olawade
et al. 2023). Al-driven predictive models can also factor in
environmental variables, assessing how climate or habitat changes
may impact animal populations' health. This holistic approach
enables a comprehensive understanding of the interconnected factors
influencing animal health (Sarker 2022). As more data becomes
available and the algorithms encounter new scenarios, they adapt and
improve their predictive accuracy, ensuring that the models remain
relevant over time (Aldoseri et al. 2023).

The adoption of Al within the realms of veterinary and human
medicine are experiencing a swift and widespread surge. This
expansion is evident in medical image analysis, where ML
methodologies are frequently employed (Hennessey et al. 2022).
Among these methodologies, CNNs are a prominent choice in DL
classification and regression models, owing to their ability to process
and interpret complex medical images effectively (Hespel et al.
2022). CNNs offer a sophisticated approach to analyzing medical
images, allowing for detailed and nuanced assessments that
contributing to accurate diagnoses and treatment planning.
Furthermore, utilizing NLP techniques can streamline the generation
of "truth-data,” essential for training Al systems in radiation
oncology applications (Hespel et al. 2022). By harnessing NLP,
annotating and categorizing medical images becomes more efficient
and precise, facilitating the development and refinement of Al-driven
diagnostic and therapeutic tools (Hespel et al. 2022). As the
integration of Al continues to evolve and expand within veterinary
and human medicine, a comprehensive understanding of these
methodologies, particularly CNNs and NLP, becomes increasingly
crucial. Healthcare professionals can enhance their diagnostic
capabilities, improve patient outcomes, and optimize care delivery
across various medical specialties (Lungren and Wilson 2022).

Therefore, it is clear that the integration of Al into veterinary
radiology is transforming diagnostic imaging practices, offering a
wide array of advanced tools and techniques to enhance the
interpretation and analysis of radiographic images for animals. One
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significant application of Al in this field is image interpretation
and diagnosis, where Al-powered algorithms analyze radiographic
images, CT scans, MRI, and other diagnostic images to assist
veterinarians in detecting abnormalities and diagnosing various
conditions in animals. These algorithms can identify subtle
changes in images that may indicate the presence of tumours,
fractures, foreign bodies, or other health issues, thereby aiding in
early detection and intervention. Moreover, Al algorithms
automate the process of segmentation and annotation within
radiographic  images, facilitating the visualization and
understanding of anatomical structures for precise diagnosis and
treatment planning, particularly in complex cases where accurate
anatomical localization is essential. Additionally, Al models
trained on large datasets of veterinary imaging studies can classify
different diseases and predict clinical outcomes based on
radiographic findings, providing valuable insights for veterinarians
in disease management and prognosis. Furthermore, Al-based
techniques can help reduce noise, improve contrast, and
reconstruct 3D images from 2D radiographs, offering veterinarians
a comprehensive view of complex anatomical structures for
surgical planning and intervention.

4 Personalized treatment plans

One area where Al excels is in the analysis of genetic data, which
is important in tailoring personalized treatment plans (Johnson et
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al. 2021). By leveraging Al algorithms to sift through vast genetic
datasets, veterinarians can gain valuable insights into the genetic
predispositions of animals to certain diseases and conditions
(Johnson et al. 2021; Rezayi et al. 2022). Through genetic data
analysis, Al can identify genetic markers associated with specific
health risks or animal susceptibilities (Vilhekar and Rawekar 2024).
This information allows veterinarians to proactively screen for
potential health issues and design preventive measures tailored to
each animal's unique genetic profile (Johnson et al. 2021; Vilhekar
and Rawekar 2024). Al may recommend specific dietary adjustments
to mitigate the risk of genetic diseases or enhance overall health and
well-being (Johnson et al. 2021; Rezayi et al. 2022).

In addition to genetic data analysis, Al-powered systems can also
consider environmental factors when tailoring treatment plans for
individual animals (Johnson et al. 2021; Paudyal et al. 2023).
Environmental factors such as diet, exercise levels, living
conditions, and exposure to toxins or pollutants can significantly
impact an animal's health and treatment outcomes. Al algorithms
can analyze environmental data from various sources, including
wearable sensors, environmental monitoring devices, and EHR
(Figure 3)(Aldoseri et al. 2023; Shajari et al. 2023). By correlating
environmental factors with health outcomes, Al can identify
patterns and trends that may influence an animal's response to
treatment. For example, Al may recommend changes in diet or
exercise routines based on environmental factors to optimize
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Figure 3 Enhancing animal health monitoring and treatment rationalization through data-driven approaches. Machine learning
methods enable the identification of patterns and signals within extensive datasets, such as spatial data or time-series of disease cases.
Reproduced from under CC BY license (Ezanno et al. 2021).
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treatment efficacy and promote better health outcomes (Anholt et
al. 2014).

Al can help to integrate historical data into the treatment planning
process, allowing veterinarians to leverage past medical records
and treatment outcomes to inform future decisions ( Anholt et al.
2014; Paynter et al. 2021; Aldoseri et al. 2023). By analyzing
historical data, Al can identify trends, patterns, and treatment
responses that may guide personalized treatment strategies for
individual animals (Paynter et al. 2021). Historical data integration
enables veterinarians to track the progression of diseases over time,
monitor the effectiveness of previous interventions, and identify
factors associated with treatment success or failure (Cravero et al.
2022). This valuable information empowers veterinarians to make
evidence-based decisions and adjust treatment plans in real-time
based on each animal's unique medical history and response to
therapy.

Using image registration, advanced contouring, and treatment
optimization software is standard practice for clinical care in
veterinary radiation oncology. However, significant progress has
been made over the years due to developments in computing power
and the rapid evolution of open-source software packages, neural
networks, and data science. These developments have ushered in a
new era of Al systems in radiation oncology, revolutionizing
research and clinical applications (Bouhali et al. 2022; Leary and
Basran 2022). Unlike conventional software, Al technologies
exhibit greater complexity and can learn from representative and
localized data. In human radiation oncology, these Al systems
have already demonstrated their potential across various stages of
patient care, including deformable registration, treatment
simulation, adaptive radiotherapy, auto-segmentation, quality
assurance, and modelling (Leary and Basran 2022).

While the veterinary field benefits significantly from these
technologies in terms of time and cost savings, caution is
warranted in their adoption due to the limited understanding of
their full range of applications (Guitian et al. 2023). Nevertheless,
several practical applications in veterinary radiation oncology are
anticipated in the coming years, including deformable registration,
automated segmentation, and adaptive radiotherapy (Leary and
Basran 2022).

5 Remote monitoring and telemedicine

Remote monitoring, facilitated by Al technology, enables real-time
tracking of an animal's health status (Shaik et al. 2023). By using
wearable devices, sensors, and other monitoring tools,
veterinarians can remotely monitor vital signs and activity levels
(Shajari et al. 2023). Al algorithms analyze the data from such
devices to detect abnormalities (Shaik et al. 2023; Shajari et al.
2023). Continuous health monitoring allows veterinarians to
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identify signs of potential health issues, enabling timely
interventions and preventive measures (Shaik et al. 2023). For
example, Al algorithms can detect subtle changes in an animal's
behavior or physiological parameters that may indicate pain,
distress, or the onset of illness (Akinsulie et al. 2024; Shaik et al.
2023). Remote monitoring facilitates prompt diagnosis and
treatment by alerting veterinarians to these changes, ultimately
improving animal health outcomes (Jiang et al. 2024).

Telemedicine, powered b